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Motivation

wSignGen Overview 

Experiments

Ø Problem Formulation:
Our goal is to generate 3D SMPLX-based
motion sequences that match the meanings of
sign language words, based on either input
words or images.

Ø Conditioned Word or Image
Ø Di6usion Process 
Ø Training losses 

Ø Sampling 

Ø Quantitative ResultsØ Dataset:
Ø We curated a 3D SMPLX-based 

dataset from the sign recognition 
video dataset WLASL. 

Ø Top 30 words denoted as ASL3DS
for our scalability evaluation.

Ø Next, we used the Hand4whole 
model to extract SMPLX features, 
creating our SMPLX-based 
ASL3D Dataset.

Ø Sign words are the building blocks of any sign language. 
Ø Most continuous sign language generation/production are limited to 

closed-set and struggle with unseen words or phrases. However, we 
observe that new American Sign Language (ASL) signers can construct a 
wide range of signs using a fixed set of sign words. This highlights the 
importance of sign-word synthesis.

Ø We present wSignGen, a word-conditioned 3D American Sign Language 
generation model, dedicated to synthesizing realistic and grammatically 
accurate motion sequence for sign words.

Ø Future Work:
Ø Larger Available Dataset
Ø Detailed Facial Expression
Ø Open-domain Generation

Ø wSignGen not only performs word-conditioned generation but also offers two key advantages:
Ø Image-based generation, which is especially useful for children learning sign language who may not yet be able to read.
Ø The ability to generalize to unseen synonyms, allowing for more flexible and comprehensive sign language synthesis.

Ø Qualitative Results

Ø Human Evaluation Results
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Ø Evaluation Metrics:
Ø Recognition Accuracy (Acc.)
Ø Fréchet Inception Distance (FID) 
Ø Variation of motion across all 

words (Div.)
Ø Per-word motion variation (Mul.) 


