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Motivation

Ig3D Overview 

Experiments

ØComparison of 3D Face Representations
Ø The EMOCA model regresses a total of 334 parameters: 100 for

shape, 50 for emotional expressions, 6 for pose, 100 for detail,
50 for texture, and others including pose-dependent and
articulated components.

Ø The SMIRK model regresses to 358 standard parameters of
which 300 are shape, 50 are expression and 6 are pose. Other
additional parameters include camera parameters and those
specific to the neural rendering process used in SMIRK.

Ø Loss Function:
Ø Discrete Expression Inference

Ø Continuous Expression Inference

Ø Quantitative Results

Ø Evaluation Metrics:
Ø Discrete Expression Inference

Ø Accuracy; F1 score; Precision; Recall.
Ø Continuous Expression Inference

Ø Mean Squared Error (MSE);
Ø Mean Absolute Error (MAE);
Ø Root Mean Squared Error (RMSE);
Ø Concordance Correlation Coefficient (CCC);

Ø Reconstructing 3D faces with facial geometry from single images has
allowed for major advances in animation, generative models, and virtual
reality. However, this ability to represent faces with their 3D features is
not as fully explored by the facial expression inference (FEI) community.
Our contributions in this work are threefold:

Ø We provide insights into the key parameters of 3D face representations
within the context of facial emotion inference.

Ø We introduce two architectures for integrating 3D representations:
intermediate fusion and late fusion.

Ø Extensive experiments demonstrate the efficiency of our method,
surpassing the state-of-the-art in both AffectNet Valence-Arousal (VA)
estimation and RAF-DB classification.

Fig. 1: A standard pipeline for 3D facial geometry reconstruction from an image.

Fig. 2:  3D Representation Visualization.

Fig. 3: Overview of the 3D Representation Fusion Architecture
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